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Abstract 

Despite advances in how analyƟcs are used to understand and measure NaƟonal Basketball 
AssociaƟon player performance, “All-NBA Team” honors are determined by voƟng conducted by 
a panel of 100 sports reporters and broadcasters.  In this project, historical player staƟsƟcs have 
been combined with annual voƟng results to develop an analyƟc model represenƟng the factors 
those voters have used over the years, consciously or subconsciously, to idenƟfy the league’s 
top players.  That model was then used to assess the most recent selecƟons for the 2021-2022 
season, based only on player data for that season. 

The data used in this analysis was sourced from Sport Reference and includes twenty years of 
player staƟsƟcs, advanced/composite measures, and annual All-NBA Team selecƟons.  Data for 
the first nineteen years was used to train and validate several models and the last season’s 
worth was held for the assessment (predicƟon) noted above.  AŌer removing records for players 
with fewer than 10 games played per year, there were 8,223 records in the training/validaƟon 
data set. 

AnalyƟc models evaluated included:  logisƟc regression, LASSO, K-nearest neighbors (KNN), KNN 
aŌer principal component analysis, classificaƟon tree, random forest, and boosƟng.  Techniques 
were employed to tune parameters and 10-fold cross validaƟon was used to evaluate model 
performance.  The boosted model was idenƟfied as the top performer. 

Using player staƟsƟcs from the 2021-2022 NBA season, the final model agreed with 13 of the 15 
players that were named to the All-NBA Team while suggesƟng that Rudy Gobert and Jimmy 
Butler should have been included in place of Pascal Siakam and Chris Paul. 
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IntroducƟon 

StaƟsƟcs have long been associated with sports.  Prior to the internet and ESPN, newspapers 
reported box scores for games played the previous day.  Record books conƟnue to memorialize 
great players and their amazing achievements:  Joe DiMaggio’s 56 game hiƫng streak, Ted 
Williams’s 0.406 baƫng average, and Wilt Chamberlain’s 100-point game are just a few of the 
sports records that are highly revered by fans (Fox Sports, 2016). 

In recent years, analyƟcs have taken a more prominent role across the different sports leagues. 
Moneyball (the book in 2003 and the movie in 2011) introduced the general public to the 
concept of teams beginning to leverage analyƟcs to opƟmize personnel decisions (Doll, 2022).  
The NaƟonal Basketball AssociaƟon has also embraced analyƟcs and almost every team now 
has an analyƟcs department.  The league collects data on player- and ball-movement 25 Ɵmes 
per second and teams use data to make decisions on player matchups and when to rest players.  
Data analyƟcs has also been cited as a reason why teams are taking more three-point aƩempts 
than in previous years (Merrimack College, 2021). 

At least one annual decision, however, is sƟll made in the same way it was back in 1946.  For 
every year the NBA has been around, a panel of sports writers and reporters have voted to 
determine who will be named to the All-NBA Teams (Vorkunov, 2022).  Three teams of five 
players are named, with the highest vote recipients for each posiƟon earning “first” team 
honors. 

 

Problem Statement 

This analysis sought to determine if historical All-NBA Team voƟng results could be modeled 
using individual player staƟsƟcs for each respecƟve season.  Such a model would represent the 
factors that the voters collecƟvely considered, consciously or subconsciously, when idenƟfying 
each season’s top players. 

That model could then be used to assess the All-NBA Team voƟng results for the 2021-2022 
season.  Which players were voted on to the team consistent with the paƩerns used by previous 
voters?  Which players that were not selected should have received the end-of-year honors 
based on the data? 

 

Data Source 

Data for this analysis was obtained from Sports Reference’s basketball-reference.com website 
(Sports Reference, n.d.) and included three types of informaƟon:  basic totals per player per 
season, advanced metrics and composite scores per player per season, and the results of the 
annual All-NBA Team voƟng.  Web scraping and regular expressions were employed in a Python 
script to construct a data set that included 20 years of player performance and award data.  
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The data set included the following predictor variables: 

 

 

A binary indicator of whether each player earned All-NBA Team honors in that year served as 
the response variable. 

 

Exploratory Data Analysis 

Prior to training the classificaƟon models, exploratory data analysis was conducted to beƩer 
understand the data and to idenƟfy outliers or other anomalies.  One issue involved records for 
players who only played in a handful of games in a season.    

Although there is no “minimal games played” requirement for All-NBA Team consideraƟon 
(Helin, 2023), data for players with less than 10 games played per season were removed due to 
the extreme values those records included.  For instance, values for some basic staƟsƟcs were 
oŌen zero for these data points while percentage-based variables were someƟmes close to 
100% - technically accurate but misleading.   

 

Methodology 

AŌer removing records for players with less than 10 games played per season, the total data set 
included 8,717 records.  8,223 of these records were for the first nineteen years of data and 
were allocated for use as the training/validaƟon data set, leaving the remaining 494 records for 
the 2021-2022 season as the predicƟon data set.  

When training the data, different techniques were employed in conjuncƟon with 10-fold cross-
validaƟon to tune parameters associated with each of the individual models.  The following 
provides a summary of each analyƟc model as well as the tuning methods applied: 

LogisƟc Regression.  This is a machine learning model that returns the log odds 
(and subsequently, the probability) of a binary outcome.  That probability can be 
interpreted as either of the outcomes based on a threshold value.  Typically, that 
value is 0.50.  Any probability returned above that number becomes a “1” (or an 

Variable Description Variable Description Variable Description Variable Description
Age Age EffFGPct Effective field goal percentage PER Player efficiency rating TOVPct Turnover percentage
Gms Games played FT Free throws TSPct True shooting percentage USGPct Usage percentage
GmsStarted Games started FTA Free throws attempted X3PAr Three-point attempt rate OWS Offensive win shares
MP Minutes played FTPct Free throw percentage FTr Free throw attempt rate DWS Defensive win shares
FG Field goals made ORB Offensive rebounds ORBPct Offensive rebound percentage WS Total win shares
FGA Field goals attempted DRB Defensive rebounds DRBPct Defensive rebound percentage WSper48 Win shares per 48 minutes
FGPct Field goal percentage TRB Total rebounds TRBPct Total rebound percentage OBPM Offensive box plus/minus
X3P Three-point shots made AST Assists ASTPct Assist percentage DBPM Defensive box plus/minus
X3PA Three-point shots attempted STL Steals STLPct Steal percentage BPM Total box plus/minus
X3PPct Three-point shot percentage BLK Blocks BLKPct Block percentage VORP Value over replacement player
X2P Two-point shots made TOV Turnovers
X2PA Two-point shots attempted PF Personal fouls
X2PPct Two-point shot percentage PTS Points

Season Totals Advanced Statistics
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All-NBA Team member in our analysis) and anything below becomes a “0” (no 
award).   

LASSO.  This regularizaƟon technique minimizes the values of model coefficients 
in a manner that can reduce some of them to zero, effecƟvely removing them 
from the model.  The lambda parameter (𝜆) was tuned to return a mean squared 
error within 1 standard error of the smallest cross-validaƟon error.  This is not 
necessarily the smallest CV error; but tends to return variables that later perform 
well on unseen data. 

K Nearest Neighbors (KNN). In this method, predicƟons are made based on the 
data points (quanƟty of “k”) nearest to the data points for the record in quesƟon. 
Those neighbors effecƟvely vote and the most frequently occurring classificaƟon 
becomes the predicƟon for that record. The model can be tuned by using 
different values for k (in other words, considering a different number of 
neighboring data points). In this analysis, odd values between 3 and 15, inclusive, 
were evaluated. 

Principal Component Analysis with KNN.  In this technique, a data set’s original 
variables get replaced by a set of principal components (PCs), ranked in 
descending order based on total variance.  The KNN method is then used to train 
a model based on the response variables and these surrogate variables.  This 
model was tuned to include the first PCs that cumulaƟvely represented at least 
80% of the variance in the data and to idenƟfy the opƟmal value for k as in the 
KNN secƟon above. 

ClassificaƟon Tree.  This model uses a treelike approach to determine 
classificaƟons through successive segmentaƟon of values for different variables 
within the data set.   

Random Forest.  This ensemble approach builds on the tradiƟonal classificaƟon 
tree model by creaƟng a large number of trees that include different (repeated) 
rows from the original training set as well as random subsets of all predictors.  
For this analysis, both the number of created trees and the number of predictor 
variables to include were tuned. 

BoosƟng.  BoosƟng is another ensemble method that converts mulƟple poor 
performing models/trees into a single, stronger predicƟon model.  Cross-
validaƟon was used to tune the number of trees included in the final predicƟve 
model. 

In addiƟon to supporƟng parameter tuning, cross-validaƟon was used to calculate an average 
cross-validaƟon (CV) error rate for each of the models.  This CV error rate was then used to 
idenƟfy the model that best represented previous voƟng paƩerns. 
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SoŌware and Packages 

The analysis conducted within this project was developed using R StaƟsƟcal SoŌware (R Core 
Team, 2021) within the RStudio integrated development environment (RStudio Team, 2022). 

AddiƟonally, code packages were leveraged in creaƟng each of the models as noted below (and 
cited in the CitaƟons secƟon of the Appendix): 

Model Package Version 
Logistic Regression and PCA stats 4.1.2 
LASSO glmnet 4.1-3 
K Nearest Neighbor class 7.3-19 
Classification Tree rpartt 4.1-15 
Random Forest randomForest 4.7-1 
Boosting gbm 2.1.8.1 

 

Analysis and Results 

Each of the models were trained and validated, with their respecƟve parameters tuned, using 
ten-fold cross-validaƟon as described earlier.  The following table summarizes the CV error rates 
for each model.  See Figures 1 through 5 in the Appendix for more informaƟon on the 
parameter tuning. 

 

 

With a CV error rate of 0.50%, the BoosƟng model far outperformed the other methods and 
was selected as the closest representaƟon of voƟng in previous years. 

This model was then used to assess the actual voƟng results for the 2021-2022 season, using 
the predicƟon data set that had been set aside and not used to train the models.   

Notably, the BoosƟng model agreed with 13 of the 15 All-NBA Team selecƟons.  Using the data, 
however, it is suggested that Chris Paul and Pascal Siakam, who were voted onto the team by 
the sports reporters, should have been replaced by Rudy Gobert and Jimmy Butler.  See Figures 
6 and 7 in the appendix for specific probabiliƟes returned by the model.  
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The following graphic from the NBA has been annotated to illustrate where the selecƟons differ. 

 
Source:  NBA.com, 2022 (annotaƟons added) 

 

Research was conducted to validate the reasonableness of the model’s recommendaƟons.  
While several analysts lamented the omission of one of the two players (Anderson, 2022 and 
Barnard, 2022 among others), one Hoops Habit arƟcle named Gobert and Butler the two top 
snubs from the 2021-2022 All-NBA Team (Water-Warner, 2022).   

 

Conclusion 

While there is solace in having independent industry experts agree with the results of the model 
created in this analysis, those opinions are also just opinions.  For every player that pundits 
would like to see added to the All-NBA Team, another one would need to be removed.  There is 
certainly no guarantee that those individuals would agree that Paul or Siakam should be the 
ones replaced on their ideal teams. 

Given the wealth of data now available on player performance, it may be Ɵme to determine All-
NBA Team members based on advanced analyƟcs and not on potenƟally biased human voƟng.   

The ensemble BoosƟng method would be a good opƟon because, as a black box approach, it is 
not directly interpretable; meaning players could not game the system by padding specific 
staƟsƟcs.  AddiƟonally, as a model trained by previous All-NBA Team voƟng paƩerns, it 
inherently would honor the tradiƟons of the past by incorporaƟng its complex reasoning in a 
modern way.
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Course Lessons Learned 

I thought this course delivered a nice balance between theory and the pracƟcal applicaƟons of 
several methods and techniques. 

I leave the course with a far greater appreciaƟon for cross-validaƟon than I had coming in.   

I was VERY appreciaƟve and impressed that Dr. Mei provided interacƟve office hour sessions 
throughout the semester.  I only had the opportunity to parƟcipate “live” once, but the 
recordings helped clarify some of the course lessons in a way I hadn’t iniƟally grasped when 
watching the formal lessons. 

In terms of suggesƟons or other feedback, I would have preferred a liƩle more clarity on the 
expectaƟons for the homework assignments.  I did well in them but hanging in the air was an 
uncertainly on whether we should try to create the models as sƟpulated (which would permit 
easy review of the results) or if we should take addiƟonal acƟon based on things that presented 
themselves in EDA.  TA responses in Piazza to these types of quesƟons appeared to encourage 
that exploraƟon; but without the clear guidelines on the assignment itself, it was difficult to be 
confident in how to proceed either way. 

Finally, it would be helpful if assignment feedback could be delivered earlier.  At Ɵmes, I 
received feedback a couple days before the next assignment was due.  The homework 
instrucƟons evolved throughout the semester, implying an expectaƟon of improving work on 
the student’s part.  It is criƟcal to have TA feedback early enough to support that improvement.   

My most recent example of this is related to feedback from my project presentaƟon.  I am 
adding this and the following paragraph on Saturday April 15 (the day before our wriƩen paper 
is due).  I woke up to feedback on my presentaƟon that suggested I shouldn’t use the training 
error to assess my models.  I didn’t do that; but recognized I needed to do a beƩer job clarifying 
the use of cross-validaƟon error rates in my deliverables.     

I sƟll scored well on the presentaƟon and have incorporated that good feedback into this 
wriƩen report.  Thankfully, in my case, that only meant some thoughƞul clarificaƟons related to 
my terminology.  For those students or, worse, teams that have significant issues, they would 
now only have a day and a half to determine how to address those items and (re)submit their 
work.  My report had been submiƩed for over a week at this point; it would have been very 
frustraƟng to have to rework a considerable amount of so late in the project Ɵmeline. 

To clarify, I am appreciaƟve of the feedback on my assignments and truly believe those insights 
are an important element of our growth.  I would encourage exploraƟon as to how to get that 
feedback to students sooner in relaƟon to upcoming assignments (not necessarily “quicker” 
per se).  With the TA grading not dependent on the peer feedback students receive, perhaps the 
work to grade those assignments doesn’t have to wait unƟl the peer review window is closed. 
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All things considered, this has been an excellent course and I’m looking forward to the final 
exam – the format of which is exciƟng. 

Best regards to Dr. Mei and the team of TAs supporƟng the course!  
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Appendix:  AddiƟonal InformaƟon 

 

Figure 1.  Parameter tuning – LASSO.  Lambda at 1se for each cross-validaƟon loop. 

 

 

Figure 2.  Parameter tuning – KNN.  OpƟmal number of neighbors (k) for each cross-validaƟon 
loop. 

 

 

  

CV 
Loop Best k

Training Error 
for Loop

1 3 0.014580802
2 5 0.02919708
3 3 0.01459854
4 3 0.018248175
5 11 0.019441069
6 7 0.00973236
7 9 0.01459854
8 7 0.023114355
9 13 0.010948905
10 11 0.008505468
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Figure 3.  Parameter tuning – PCA with KNN.  Number of principal components (PCs) 
cumulaƟvely represenƟng at least 80% of variance in data and opƟmal number of neighbors (k) 
for each cross-validaƟon loop. 

 

 

Figure 4.  Parameter tuning – Random Forest.  Determining the number of variables (mtry) to 
include and trees (ntree) to create. 

 

 

CV 
Loop

PCs > 80% 
Variance Best k

Training Error 
for Loop

1 6 3 0.01215067
2 6 3 0.03163017
3 6 3 0.02189781
4 6 3 0.01703163
5 6 3 0.02673147
6 6 3 0.013382
7 6 3 0.02311436
8 6 3 0.03163017
9 6 3 0.01459854
10 6 3 0.0109356



12 
 

Figure 5.  Parameter tuning – BoosƟng.  Determining the opƟmal number of trees to include in 
BoosƟng model. 

 

 

Figure 6.  Probability list for players selected to the 2021-2022 All-NBA Team by the BoosƟng 
model.  Gobert and Butler were not voted onto the actual team by the panel of sports 
reporters. 

 

 

Figure 7.  Probability list for All-NBA Team members excluded from the BoosƟng model. 

  

Pos Player Probability
G Chris Paul 47.14%
F Pascal Siakam 5.79%

2251 
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